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1.2 million images with 
1000 categories













Understanding what a neural network 
has learned

















Transfer learning



Transfer learning (fixed feature extractor)
Too costly to train your own CNN (2-3 weeks on GPUs)

Use a CNN pretrained on ImageNet and adapt it to your own dataset

Final layer of CNN is a ‘dense’ layer with # of nodes == # of classes (1000 for 
ImageNet)

Remove final layer, replace with Dense layer with your # of nodes, with a softmax 
activation



Transfer learning (fine-tuning)
Fine-tune the weights of the n-1th convolution layer

Earlier layers encode most abstract features, lines, edges etc.

Later layers are biased towards correctly classifying the ImageNet dataset



Model Zoo
https://github.com/BVLC/caffe/wiki/Model-Zoo

https://github.com/BVLC/caffe/wiki/Model-Zoo




Health applications















Deep learning for wireless networks





Lora, Sigfox, NB-IoT
Long range + can be decoded BELOW the noise floor

Lora range: > 10 miles
No MAC protocols yet!

Lora, Sigfox and Z-wave are proprietary (unlike Wi-Fi)









Keras tutorial



Inputs
Grayscale image: (200,100)

RGB image: (200,100,3)

Batch of RGB images: (256,200,100,3)















Deploying to phone





Load in the .h5 model file



Convert to .mlmodel file








